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Matrices: A, B,C'
Elements of a matrix: a;, b;, a;j, bij, cij
Determinant of a matrix: det A
Minor of an element a;;: M;;
Cofactor of an element a;;: Cj;
Transpose of a matrix: A7, A
Adjoint of a matrix: adj A
Trace of a matrix: tr A
Inverse of a matrix: A~!
Real number: &
Real variables: x;
Natural numbers: m,n

1 Determinants

1. Second Order Determinant

a; b

det A = a4y by

= a1by — agby

2. Third Order Determinant

a1 a2 a3
det A = |ag1 aze ag3| = A11022033+A12023031 4013021 32— 011023032 — 12021 33— 013022031
az1 a3 0ass

3. Sarrus Rule (Arrow Rule)

11 a2 Q13
Q21 Q22 Q23
a31 a3z 33

Figure 1: Sarrus Rule

4. N-th Order Determinant



a1x Qi -+ a1y ot Qlp

Q21 Q22 ~--+ Agj; --°  Qa2p
det A =

L7 T 75 B 77 N 07

Qp1 Qp2 -+ Apj - Qpp

5. Minor The minor M;; associated with the element a;; of n-th order matrix A is
the (n — 1)-th order determinant derived from the matrix A by deletion of its i-th row
and j-th column.

6. Cofactor

Ciyj = (1) My

7. Laplace Expansion of n-th Order Determinant Laplace expansion by ele-

ments of the i-th row

detA:ZaijCijy i:1,2,...,n.
Jj=1

Laplace expansion by elements of the j-th column

detA:ZaijCij, j:1,2,...,n.

=1

Properties of Determinants

8. The value of a determinant remains unchanged if rows are changed to columns and

columns to rows.
a; by

as by

ay Qg

by by

9. If two rows (or two columns) are interchanged, the sign of the determinant is
changed.

az by
a; by

a; by
as by

10. If two rows (or two columns) are identical, the value of the determinant is zero.

ay a
Qz Q2

=0

11. If the elements of any row (or column) are multiplied by a common factor, the
determinant is multiplied by that factor.

ka1 k’bl

az )

ap b
as by

=k

12. If the elements of any row (or column) are increased (or decreased) by equal
multiples of the corresponding elements of any other row (or column), the value of the
determinant is unchanged.

a; + kbl bl
as + kbg bz

ap b
as by
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2 Matrices

13. Definition An m x n matrix A is a rectangular array of elements (numbers or
functions) with m rows and n columns.

aiy Qa2 - QAip

a21 Q22 -+  QAg2p
A= ay] =

am1 Am2 Amn

14. Square matrix is a matrix of order n x n.

15. A square matrix [a;;] is symmetric if a;; = aj;, i.e. it is symmetric about the
leading diagonal.

16. A square matrix [a;;] is skew-symmetric if a;; = —a;;.

17. Diagonal matrix is a square matrix with all elements zero except those on the
leading diagonal.

18. Unit matrix is a diagonal matrix in which the elements on the leading diagonal
are all unity. The unit matrix is denoted by 1.

19. A null matrix is one whose elements are all zero.

3 Operations with Matrices

20. Two matrices A and B are equal if, and only if; they are both of the same shape
m x n and corresponding elements are equal.

21. Two matrices A and B can be added (or subtracted) if, and only if, they have
the same shape m x n. If

ai; - aiz2 - Qin
A [azj] a1 Q2 - Q2n 7
Ui o+ Gy
bir bz -+ bin
Bl = [
bt bz c++ byun
then
ain +by ap+bi -0 a1, + by,
A+ B— 0214‘-521 age +bap -+ azu + oy
Am1 —i— b1 Am2 —i— b2 - Gmn —i— bmn

22. If k is a scalar, and A = [a;;] is a matrix, then

]{?CLH l{?alg e kaln

ka ka - kasy,
kA = [kay] = 21 22 2

kami kame -+ kGmn
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23. Multiplication of Two Matrices Two matrices can be multiplied together only
when the number of columns in the first is equal to the number of rows in the second.
If

;. Qa2 -+ Q1ip
Q21 Q22 -+ Q2p
A = a] = ; :
Am1  Am2 Amn
bii big b1k
ba1  ba bax,
B = [bi] ; :
bnl bn2 bnk:
then
€11 Ci2 -+ Ck
€21 Cog -+  Cok
Cm1 Cm2 *°° Cmk
where

n
Cij = az’lblj + ai2b2j + ...+ Clmbm' = E ai)\b)\j
A=1

(i=1,2....mj=12...k).

Thus if
by
] — |%11 Q12 a13 v _
A—[a”] le 22 CLQ?J’ B [bl] 22 ’
3
then

AB — [01151 + ajaby + a13b3:| '

a1y + azaby + azsbs

24. Transpose of a Matrix If the rows and columns of a matrix are interchanged,
then the new matrix is called the transpose of the original matrix. If A is the original
matrix, its transpose is denoted AT or A.

25. The matrix A is orthogonal if AAT = I.

26. If the matrix product AB is defined, then (AB)T = BT AT.

27. Adjoint of Matrix If A is a square n X n matrix, its adjoint, denoted by adj A,
is the transpose of the matrix of cofactors Cj; of A:

adJ A= [OZ]]T

28. Trace of a Matrix If A is a square n X n matrix, its trace, denoted by tr A, is
defined to be the sum of the terms on the leading diagonal:

trA:an—i—agg—l—...—l—a,m.

29. Inverse of a Matrix If A is a square n xn matrix with a nonsingular determinant
det A, then its inverse A~! is given by

1 adj A
 det A
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30. If the matrix product AB is defined, then
(AB) ' =DBtAt
31. If A is a square n X n matrix, the eigenvectors X satisfy the equation
AX = \X,
while the eigenvalues \ satisfy the characteristic equation

|A— \|=0.

4 Systems of Linear Equations

Variables: z,vy, z, 21, 2o, . ..

Real numbers: a1, as, as, by, a1, as, ...
Determinants: D, D,, D,, D,
Matrices: A, B, X

32.
a1 r + bly = dl
Aok + bgy = dz
D, D
T=h Y= 63/ (Cramer’s rule),
where
a; b
D= a; b; = a1b2 — (lgbl,
di b
Dy= | = diby—dsby,
aq d1
Dy = as dg = a1d2 — a2d1

33. If D # 0, then the system has a single solution:
D, D,

If D=0and D, # 0 (or D, # 0), then the system has no solution.
If D=D, =D,=0, then the system has infinitely many solutions.

34.
x4+ by + iz =d;

asx + by + oz =dy
asx + by + c3z = d3

D, D, D.

T=Y=p =g (Cramer’s rule),
where
a b o di b o
D=lay by co|, Dp=|da by caf,
as by c3 d3 bz c3
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ap di ap by dy
Dy = (a2 d2 Col, Dz = (a2 b2 d2 .
as ds cs3 az by ds

35. If D # 0, then the system has a single solution:
D, D, D,

xrT = — y:—7Z:—

D’ D D

If D=0and D, # 0 (or D, # 0 or D, # 0), then the system has no solution.
If D=D, =D, =D, =0, then the system has infinitely many solutions.

36. Matrix Form of a System of n Linear Equations in n Unknowns The set
of linear equations

a11T1 + 129 + ...+ ALy = bl

A21T1 + A22%9 + ... + QonTy = b2

A1 L1 + ApoXo + ... + GpnXy = by

can be written in matrix form

ay;r a2 ... Qip T b1
ag1 Ag92 ... QA9n T b2
= )
An1 Gp2 ... Gpp Tn bn
ie.
A-X =B
where
11 Q12 -0 Aip T by
21 G2 -+ A2 T2 by
A= X = . B=
Ap1 QAp2 *°° Qpn Tn, bn

37. Solution of a Set of Linear Equations n x n
X=A" B,

where A™! is the inverse of A.
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